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ABSTRACT OF THE DISSERTATION

Cross-Disciplinary Analyses Using Multi-Attribute Utility Theory

By

Jay Simon

Doctor of Philosophy in Management

University of California, Irvine, 2009

Professor L. Robin Keller, Chair

This dissertation consists of three projects that apply multi-attribute utility theory to 

contexts in which there are unique structural relationships between the attributes.  In the 

first project, we develop an initial model for maximizing expected utility in health 

decisions, based on the principles of quality-adjusted life years (QALY).  We then extend 

this model to allow for adaptation to health states.  We do this by maintaining a reference 

level for each possible health condition being considered.  A particular formulation of the 

utility function and reference levels allows us to compute the a priori reference-dependent 

expected utility for any given alternative.
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In the second project, we develop preference conditions for decisions made using 

Geographic Information Systems (GIS).  These conditions allow us to simplify the 

elicitation of preferences over spatially-defined outcomes, and are based on standard 

results in multi-attribute utility theory.  We then apply these tools to several specific 

decisions, in the contexts of urban development, irrigation, nuclear accident planning, 

and fire coverage.

In the third project, we formulate and develop utility structures that can effectively 

incorporate altruistic preferences.  Specifically, we examine the utility implications of 

multiple individuals having altruistic tendencies toward one another.  We explore utility 

structures with two altruistic individuals, and then expand our results to a more general 

model.  The more general model can be greatly simplified by dividing the altruistic 

individuals up into groups, wherein the altruistic interactions are expressed at the group 

level.  Our results can be expanded beyond altruism; they provide insight for any 

situation in which each individual outcome includes externalities that affect the outcomes 

experienced by others.
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Chapter 1

Modeling Decisions with Multiple Health Conditions with Reference-
Dependent Multi-Attribute Expected Utility

1.1     Introduction

In decision problems involving health outcomes, the decision maker is usually concerned 

with multiple attributes.  These are a special class of multi-attribute decisions, however, 

due to the unusual structure of the outcomes that follow.  The outcomes of these 

decisions occur over time rather than instantaneously, and in fact, the length of time over 

which they are experienced is itself one of the attributes.  The decision maker’s length of 

life is often a relevant issue, particularly for more serious decisions with health outcomes.  

In addition, the decision maker usually considers quality of life, which may be affected 

by several different factors pertaining to the decision.

A primary goal that a decision analyst would have when studying these situations is 

developing a useful and appropriate utility model.  An associated dilemma is determining 

whether or not the required assumptions of the model are valid.  Similar types of 

questions have been explored in the medical decision making literature; the primary 

model discussed in this paper is related to the concept of quality-adjusted life years 

(QALYs), as discussed by Pliskin, Shepard, and Weinstein (1980), Hazen (2004), 

Miyamoto (1999), and Torrance and Feeny (1989).  We will discuss QALYs in detail 

later, as our initial model builds upon this idea.
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When analyzing decisions with health outcomes, the most obvious application is in the 

medical domain.  The first part of this work is, in some ways, a generalization and 

extension of the prostate cancer decision model discussed by Simon (2009).  However, 

the models in this paper are appropriate for many types of personal life style decisions as 

well, such as choice of diet, exercise regimens, or consumption of alcohol.  All of these 

decisions have outcomes which occur over time, with length of life as one of the relevant 

attributes.

In addition to our initial model based on the QALY concept, we also develop and discuss 

a reference-dependent expected utility model for decisions with health outcomes.  This 

builds on the work of Baucells and Sarin (2007, 2008).  We extend their work to a model 

with expectation, and apply it in a somewhat different context.  The reference-dependent 

expected utility model will allow the decision maker to maximize the expected level of 

experienced utility, incorporating the idea that a person can adapt over time to changes in 

health state.

1.2     Literature Review

There are several streams of literature related to this paper.  First, the literature dealing 

with multi-attribute utility is extremely important.  Without many of the concepts from 
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these papers, there would be little basis for the model developed here.  The second stream 

deals with QALYs, and associated concepts in medical decision making.  The third 

stream discusses issues with preference structures relevant to decisions with health 

outcomes.  There is some overlap here, as there are many papers which analyze the

preference structures implied by the use of QALYs.  Finally, there is also a body of 

related work on reference-dependent utility models.

The development of multi-attribute utility theory can be attributed largely to a few 

influential works from the 1970’s.  Keeney and Raiffa (1976) provide utility 

independence conditions for multiple-attribute utility (for decisions under risk).  Dyer and 

Sarin (1979) discuss several conditions under certainty, most notably mutual preferential 

independence, which permit the use of additive multi-attribute measurable value 

functions (for decisions under certainty).  Keeney (1974) discusses the use of a 

multiplicative model.  Cho, Keller, and Cooper (1999) and Eriksen and Keller (1993) 

apply these decision analysis approaches to situations involving health risks.

Currently, the most common method of expressing preferences for medical decisions is 

the quality-adjusted life years (QALY)1 method.  It is discussed in detail by Pliskin, 

Shepard, and Weinstein (1980), Hazen (2004), Miyamoto (1999), Torrance and Feeny 

(1989), and others.  Hazen uses a straightforward multiplicative model that is very 

attractive from a normative perspective.  It implies that the achieved proportion of a 

                                                     
1 A related concept to measure adverse health conditions is the disability-adjusted life years (DALY) 
method.  This method is discussed in detail by Murray (1994).
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person’s well-being is the product of the proportions achieved in each attribute.  

Miyamoto introduces several other possible utility functions using the QALY concept.  

Most of these are prescriptive rather than purely normative models, and are developed to 

fit various types of preferences observed in individuals.  Torrance and Feeny expand 

upon the basic QALY models by considering the aggregation of utilities across a group.  

Simon (2009) uses a QALY-based decision model to help prostate cancer patients choose 

between various treatment alternatives.

The QALY concept requires some assumptions on the structure of the patient’s 

preferences.  Bleichrodt, Wakker, and Johannesson (1997) examine a case which requires 

only a very weak risk-neutrality condition.  Bremner et al. (2007) directly assess utilities

of various combinations of conditions, thus avoiding some potential violations of these 

independence assumptions.  Feeny et al. (1995) explain that a large number of broadly-

defined attributes may lead to violation of the assumptions.  Bleichrodt and Johannesson 

(1997) examine which of the QALY assumption are likely to hold descriptively.

Reference-dependent utility is based on the idea popularized by Kahneman and Tversky 

(1979) that people view outcomes not in terms of their raw value, but as gains or losses 

relative to a reference point.  Littman and Ackley (1991) provide evolutionary 

justification for the existence of this type adaptive utility in humans.  Kahneman and 

Thaler (1991) discuss adaptation to income level.  Recent applications of reference-

dependent utility can be seen in work by Bleichrodt (2007) and Munro and Sugden 
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(2003).  A general model using these concepts is discussed by Wathieu (2004).  Our 

model, however, is most closely based on the reference-dependent models used by 

Baucells and Sarin (2007, 2008) in their work on utility of consumption.

1.3     Model Development

There are many different types of utility functions.  Since health decisions have outcomes 

which are often described differently than those resulting from decisions in other 

contexts, it is important to make sure the decision maker is using an appropriate 

preference structure.  In this section, we discuss the possible use of an additive utility 

function, and a utility function based on QALYs.

1.3.1     Additive Utility

The use of an additive utility function is preferred if possible for these decisions, since it 

allows for assessment of preferences on individual attributes without considering the 

values of the others.  However, it turns out that preferences over outcomes in this context 

are generally not additive independent, and therefore cannot be represented by an 

additive utility function.  To understand intuitively the reason for this, notice that an extra 

year of life will be valued less if the person is afflicted with a condition that seriously 

reduces quality of life.  More formally, the person will care about the joint distribution of 
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attribute values, not just the marginal distributions.2   Pliskin, Shepard, and Weinstein 

(1980) discuss this concept in greater detail.  Since the simplest type of multi-attribute 

function cannot be used for these decisions, a more complex function must be developed 

and justified.

1.3.2     Quality-Adjusted Life Years Model Extension

One useful concept that has been widely discussed in the literature is quality-adjusted life 

years (QALYs).  QALYs are a helpful tool for analyzing the tradeoff between length and 

quality of life.  They involve expressing the value of a t-length experience with a 

particular condition as a proportion of the value of a t-length experience without the 

condition.  This yields the proportion of utility retained when the condition occurs.  Our 

work extends the QALY concept by incorporating the possible occurrence of various 

conditions as probability curves over time.

The basic QALY model used by Hazen (2004) takes the form  1
1

,..., ,
n

n i
i

U y y t t y


  .

This expression indicates the utility achieved during an interval of length t with n health 

conditions present, having “levels” 1 ,..., ny y , where yi is the proportion of utility retained 

with condition i.  However, when considering a medical alternative, conditions often do 

                                                     
2 It is important to distinguish between real-world correlation of attribute values, and the preferences over 
the joint distribution of attribute values.  The latter can be defined in the absence of any decision situation.
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not occur with certainty.  In addition, the length of the interval is uncertain; the patient 

does not know the precise length of remaining life.  The basic QALY model as described 

in Hazen (2004) can be extended accordingly, resulting in the following expression for 

the patient’s expected utility:

    
0

1 1
T

i i
i

EU s t p t y dt
 

   
 

 ,                                        (1.1)

where T is the longest possible life span of the patient. s(t) represents the probability that 

the patient will be alive at time t, pi(t) represents the probability that condition i will be 

present at time t, and  has the same meaning as in the basic model.  This expression uses 

1 as the utility of the ideal condition at any instant in time.  Each condition with non-zero 

probability contributes to the total reduction in expected utility at that instant.

(1.1) allows the decision maker to rigorously account for preferences over the various 

health conditions, for the effects of the decision on likelihood of each condition occurring 

over time, and for the effects of the decision (if any) on the survival probability over 

time.  This normative model asserts that when faced with a life decision with health 

outcomes, the decision maker should choose the alternative which would result in the 

highest expected utility in (1.1).
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1.3.3     Required Conditions for Extended QALY Model

Using and extending the QALY concept in this manner also gives rise to a number of 

independence conditions and requirements that must be verified.  Any normative decision 

model will impose certain restrictions on the structure of the decision maker’s 

preferences.  These conditions and requirements will provide a guideline to help 

determine and understand the types of situations in which the decision model is valid.

The first requirement of note is covered by Hazen (2004).  The intuitive goal is that 

preferences over gambles on length of life and a single health/lifestyle effect (such as 

lack of appetite) must not depend on the presence or absence of other effects (such as 

need for eye glasses).  Hazen expresses this requirement using two equivalent conditions: 

standard-gamble independence and time-tradeoff independence.  Both are methods of 

constructing gambles over yi and t in the basic QALY formulation, and asserting that they 

must not depend on the other attribute values.  Intuitively, these conditions should be met 

provided that the effects on well-being from the attributes do not overlap.  For example, 

there is no apparent reason that the effects of decreased vision quality and reduced 

appetite should depend on one another.  In a much more complex model, as discussed by 

Feeny et al. (1995), a large number of broadly-defined attributes might prevent the 

decision maker’s preferences from satisfying this type of independence.  However, if we 

assume that the problem is small and/or specific enough such that these independence 

conditions are satisfied, then preferences can be assessed on individual attributes without 
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considering the values of the others.  It is also important to consider the ranges of 

attribute values over the possible outcomes.  If the feasible ranges are limited, these 

independence conditions might be reasonable even for broader decisions.

One caution when relying on this assumption is that it is unlikely to hold for very serious 

health states.  Stalmeier, Wakker, and Bezembinder (1997) and Dolan and Stalmeier 

(2003) discuss alternate ways of modeling such states using a concept called “maximum 

endurable time” (MET).  MET implies that after a certain length of time in a health state 

(having a migraine, for example), that state is actually less desirable than death.  In 

scenarios approaching that length of time in this state, tradeoff questions with regard to 

length of life and other attributes become unreliable.  In general, the first assumption of 

our model is likely to hold if the potential health conditions do not have significant

overlap, and are not unusually detrimental.

The second condition is that preferences must be linear in probabilities.  That is, a .2 

probability of a side effect must result in a utility decrease which is twice that of a .1 

probability of the side effect.  This seems trivial, but actual human behavior often violates 

this assumption, as analyzed by Kahneman and Tversky (1979).  Specifically, people 

often deviate from it greatly for very small probabilities.  Whether or not to account for 

this type of human interpretation of probability is a philosophical dilemma for an analyst 

aiding a health-related decision.  In normative models, it is standard to assume that the 

condition holds.
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The third condition is time additivity.  Time additivity states that:

if the intervals 1 1,a bt t     and 2 2,a bt t     are disjoint, then

the utility achieved in 2 2,a bt t   does not depend on the utility achieved in 1 1,a bt t   .

Simply put, this means that the patient’s utility in year 10 can be assessed purely using 

the outcome over year 10, and ignoring anything that occurred in years zero through nine.  

This precludes any type of adaptation considerations.  Adaptation is not widely applied in 

the medical decision making literature, but may be an important factor in some decision 

problems with health outcomes, as discussed in the next section.

1.4     Adding Adaptation to a Utility Model

Adaptation is an intriguing concept in preference modeling:  one way of depicting 

adaptation would be to allow the weights that the decision maker places on attributes in 

an additive multi-attribute model to change over time.  A recent paper by Keeney and 

Vernik (2007) presented the idea of a woman’s weights changing over time on multiple 

objectives contributing to professional life, family life, and social life.  The notion that a 

person’s weights on objectives may (and often will) change over time is novel and has 

not been examined, in general, for multi-attribute preference models for decisions 

involving health outcomes.  Cho, Keller, and Cooper (1993) suggest that such changes 
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over time must be incorporated to fully represent preferences in decisions under risk.  

Generally speaking, the anticipated utility effect of a health condition is not necessarily 

equivalent to the effect on utility when the condition actually occurs.  Chestnut et al. 

(1988) mention this phenomenon in the context of angina attacks, but in general, it has 

not yet been rigorously studied in the decision analysis literature.

1.4.1     Change the Proportion of Utility Retained Over Time

One potential way to incorporate adaptation into the initial utility model is to allow yi

(which is the proportion of utility retained when in condition i) to increase over time.  

That is, we can interpret the decision maker’s preference assessment for condition i as 

being the proportion of utility retained immediately after the condition occurs, and then 

assume it will increase as (s)he “adapts” to the condition.  Essentially, this method asserts 

that the decision maker will experience the condition as being less severe over time, in 

terms of disutility.  The challenging step in this method is determining exactly how much 

and how quickly yi increases.   Since we are attempting to correct for an implicit 

projection bias of the decision maker, it is impossible to directly elicit this as an 

individual preference.  Instead, we would have to rely on empirical data from typical 

preference changes over time for that specific health state.  This is a practical problem, as 

such data are difficult to obtain and not normally available.
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1.4.2     Reference-Dependent Utility Model

A more elegant method of incorporating adaption is the use of a reference-dependent 

utility model.  This is fundamentally different from our initial model, in that instead of 

the decision maker directly experiencing the utility described in Equation (1), (s)he will 

experience the difference between this utility and some reference utility level Rt.  That is, 

if we let Ut be the utility at time t as used in the initial model, the reference-dependent 

utility at time t is (Ut - Rt).  The origin of such models can be traced back to early work 

on prospect theory (Kahneman and Tversky, 1979), and recent applications can be seen 

in work by Bleichrodt (2007) and Munro and Sugden (2003).  This method is 

fundamentally different from simply allowing yi to increase over time, in that it asserts 

that the individual becomes accustomed to a utility level rather than to a particular 

condition.

1.4.2.1     Utility at Time t with a Single (Scalar) Reference Level

By expanding Ut, we can write the reference-dependent utility at time t as

    1 1i i t
i

X t * y R
 

   
 
 ,                                             (1.2)

where yi has the same meaning as it did in the initial model, and Xi(t) is an indicator 

variable equal to 1 if condition i is present at time t, and equal to 0 otherwise.  This 
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expression gives us the difference between the QALY measurement of utility at time t

and the reference utility level at time t.  

The difficult question, of course, is:  how do we determine the value of Rt?  This is an 

unresolved question not only in decisions with health outcomes, but in any applications 

of reference-dependent utility models.  The simplest method is to just let Rt = Ut-1.  This 

implies that the utility actually experienced is the difference in utility from last period to 

this one.  That is, it implies that adaptation is complete and immediate.  This is probably 

not realistic, particularly for serious health states that involve a major change in lifestyle.  

Our initial model is the opposite of this method; considering only the absolute utility 

level is equivalent to using a reference-dependent model in which Rt is fixed.  It is 

difficult to force Rt to follow a specific pattern, since it is likely to progress differently for 

various health states.

The most general method would be to simply assert that Rt is between Rt-1 and Ut-1.  This 

idea is discussed by Wathieu (2004).  While descriptively accurate, this is not a very 

powerful assertion; it simply claims that some adaptation is occurring, but that we have 

no idea how much.  For use in practical applications, it will be very difficult to apply a 

reference-dependent utility model without specifying some sort of function or pattern for 

Rt.  However, it is intuitive that any specific model used should certainly conform to this 

general requirement.
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One intuitively appealing method for determining reference levels is via exponential 

smoothing.  Baucells and Sarin (2008) apply this exponential smoothing method for 

reference levels to happiness models in consumption.  This method asserts that

 1 11t t tR R U     ,                                                     (1.3)

where 0 ≤ α ≤ 1.  The parameter α in (1.3) represents the speed of adaptation to changes 

in utility level.  For α close to 1, the reference level changes very slowly, meaning that 

utility is compared not only to recent experiences, but also to utility levels from farther in 

the past.  For α close to 0, the reference level is determined largely by utility levels from 

the very recent past.  In the context of this paper, the higher the value of α, the slower the 

individual will adapt to changes in health state.

1.4.2.2     Utility at Time t with Reference Levels for Each Health State

The use of a reference-dependent utility model does not circumvent all of the conditions 

required by the initial model.  However, it does provide a method of incorporating 

adaptation to health states, which is a widely recognized characteristic that humans 

possess.  The main drawback of this model above is that the reference utility level is 

scalar; it depends on the overall utility level, but not (directly) on which of the possible 

health states were actually present.  This runs somewhat contrary to the original 

motivation for using reference-dependent utility in the first place.  Fortunately, we can 

combine the two previously discussed methods into one that is tractable and also captures 
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the original intent of adapting to specific health states.  The new model will also allow us 

to construct a more sensible expected utility function.

In this new model, instead of using a single reference utility level Rt, we consider 

reference levels Rit for all individual health states.  Accordingly, we also consider 

smoothing parameters αi for all individual health states.  It will be convenient to define a 

new variable Yit as follows:

           at time t.                        (1.4)

Yit represents the utility multiplier applied for condition i at time t in the initial model.  

Equivalently, we could define Yit as Yit = 1-(Xi(t)(1-yi)).  Using this new variable, we can

express Rit as:

 1 11it i it i itR R Y     .                                                  (1.5)

The reference levels defined in (1.5) tell us exactly the proportions of retained utility 

associated with each health condition to which the person is accustomed at any given 

time.  Note that the αi may differ; a person may adapt to different conditions more 

quickly than others.
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We can now write a reference-dependent utility multiplier for condition i as:

1 + (Yit-Rit)                                                                   (1.6)

(1.6) represents the perceived level of condition i at time t, expressed as a utility 

multiplier in the same way we used yi earlier.  For example, if the condition is present, 

yi=.85, and the reference level is .95, then we will multiply the person’s base utility by .9.  

If the condition is absent, and the reference level is .95, then considering this condition 

implies that the person’s base utility should be multiplied by 1.05 at time t.  Notice that 

(1.6) will often be greater than 1 if the condition is absent.  This is consistent with our 

idea of adaptation; when a negative health condition goes away, a person will be at least 

temporarily happier than (s)he was before the negative condition occurred.  Using (1.6), 

we can write the experienced utility at time t as   1 it it
i

Y R  .

1.4.2.3     Required Conditions for the Reference-Dependent Expected Utility Model

Our primary purpose for using the exponential smoothing model and the multiplier 

format in (1.6) is that they will allow us to construct a reference-dependent expected 

utility model for health decisions.  Before developing this model, we assume two things.  

First (as before), we assume that the conditions occur independently of one another.  That 

is, P(Xi(t)=1 | Xj(0)=x0, Xj(1)=x1,…, Xj(t)=xt) = P(Xi(t))=1, for all i, j, t, xk.  Second, we 

assume that the survival probability s(t) is independent of Yit for all i, t.  These 

assumptions are necessary in order to make the model tractable; without them we would 
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have to incorporate the joint probability distributions, which are difficult to manage and 

rarely available in practice.  This expected utility model should not be used if there is 

significant dependence between the health conditions, or between any included health 

condition and survival.

1.4.2.4     Development of the Reference-Dependent Expected Utility Model

First, consider only a single health condition at time t, with s(t)=1.  We would like to be 

able to express the reference-dependent expected utility as a function of the probabilities 

that X1(t) = 1.  If we can do this, then we do not need to worry about joint distributions.  

That is, we would like the expected utility computation not to be “path-dependent.”  In 

fact, using the properties of exponential smoothing and the definition of Yit, we see that 

this is indeed possible (see Appendix).  This means that knowing the probabilities of the 

health condition being present at each point in time is sufficient for computing reference-

dependent expected utility (after assessing the preferences of the decision-maker, of 

course).

Now we would like to extend this to the case of multiple health conditions.  Consider 

E[Ut].  From our reference-dependent model,     U 1t it it
i

s t Y R   .  As shown in 

the Appendix, E[Rit] is a function of E[Yi0], E[Yi1], …, E[Yit-1].  Specifically, 
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E[Rit] =    
1

1

0

1 E
t

t k
i i ik

k

Y 


 



 .                                           (1.7)

Since we have assumed that s(t) and all Yit are independent, it must be true that E[Ut] is 

also a function of the marginal probabilities of each condition occurring in each given 

time period..  As in the single-condition case, we have    E U E Ut
t

 .  This means we 

can write E[U] as:

       
1

1

0

1 1 E
t

t k
it i i ik

t ki

s t E Y Y 


 



  
    

  
  .                          (1.8)

(1.8) is a closed-form reference-dependent expected utility formulation, and it depends 

only on the marginal probabilities of each health condition over time, the survival curve, 

and the preferences of the decision maker (the yi and αi).

1.5     Example of Reference-Dependent Multi-Attribute Expected Utility Applied to 

Pregnancy Planning

As an example, we consider the decision analyzed by Keeney and Vernik (2007) 

regarding the age at which a woman attempts to become pregnant.  They consider the 

woman’s utility as consisting of professional life utility (P), social life utility (S), and 

family life utility (F).  We will use the stylized data presented in their paper.  However, 

we will frame these three utility components as multiplicative factors varying between 0 

and 1, consistent with the structure we have used thus far.  They allow the relative 
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weights placed on the three components to vary over time.  For simplicity, we omit that 

in our example, but as we will discuss later, adaptation can still produce the desired 

qualitative effect.

Consider a 22-year-old woman at her first job choosing an age at which to begin 

attempting to have a child.  She is considering beginning at any age between 22 and 35.  

As in Keeney and Vernik’s model, she will continue trying for up to four years.  Figure 

1.1 shows an example of the component utility curves if she begins working at age 22, 

enters an MBA program at age 26, and either becomes pregnant at age 31, or not at all.  

These curves are estimated using the examples presented by Keeney and Vernik.  The 

model is discrete (year-by-year), and overall utility is determined by taking the 

summation of the utilities achieved through age 75.
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Figure 1.1.  An example of component utility curves with and without a child, based on data from Keeney 
and Vernik (2007).

We use six parameters in our model:  relative importance weights on professional life, 

social life, and family life (which sum to one), and exponential smoothing parameters 

(ranging from zero to one) for computing the reference level of each of the three utility 
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components.  We use the importance weights to scale the utility multipliers for each of 

the three components.  Intuitively, the weights determine how strong the effect of a 

change in that area will be, and the smoothing parameter determines how quickly the 

utility effect of the change dissipates.

As a base case, we weight all three components equally, and use α=.7 (modest 

adaptation) for all three components.  In the base case, the highest expected utility 

achieved using the reference-dependent model occurs when this woman begins trying to 

become pregnant at age 28.  The expected utilities are shown in Figure 1.2.  (The drop at 

age 27 occurs because of the erratic social life utilities assigned during the MBA 

program, as can be seen in Figure 1.1.)  Figure 1.3 and Figure 1.4 show the results of 

one-way sensitivity analysis on each of the six parameters.  This allows us to see how 

each parameter affects the optimal age.
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Figure 1.2.  Reference-dependent expected utility for various ages at which a particular woman begins 
attempting to have a child.

Figure 1.3 gives us some interesting insights.  First, as a disclaimer, the right side of the 

graph (which has extreme results) is omitted.  In reality, if a woman is even considering 

this decision problem, it is very unlikely that she places nearly all of the importance on 

one component.  The base case occurs at .33, where the three curves intersect.  It is most 

informative to look at how each curve behaves as we move away from .33.  The weight 

on social life has the effect we would guess:  the more the woman cares about her social 

life, the longer she should wait to have a child.  Trying to have a child at around age 30 is 

optimal if she cares mostly about her social life.
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Figure 1.3.  One-way sensitivity analysis for the importance weights that a particular woman places on the 
three utility components.

The other two parameters do NOT have the effects we would expect; this is a result of 

incorporating adaptation.  The total utility achieved from family life is nearly identical 

when any of the younger ages is chosen.  This is because for any of these ages, the 

woman will experience her children growing up and moving away, and then fully adapt 

to life without them.  The difference in raw utility levels achieved before having children 

versus after they have moved away becomes irrelevant.  As for professional life, provided 

the woman is able to enter the desired MBA program (and thus improve her career), the 

degree of raw improvement is less relevant than one might think.  This is because she 

will adapt over time to whatever level she achieves.  Thus, because of the pattern with 

which each of the utility components develops over time, introducing adaptation makes 

one (social life) generally more relevant than the other two.
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Figure 1.4.  One-way sensitivity analysis for the smoothing parameters that a particular woman assigns to 
the reference levels of the three utility components.

The base case for the smoothing parameters is where all three curves in Figure 1.4 

intersect, at α=.7.  As in Figure 1.3, the far right end of the graph is omitted.  The far right 

end represents the cases in which the woman does not adapt at all to a single component, 

and this again leads to extreme results.  The strongest effect in Figure 1.4 is observed in 

the speed at which this woman adapts to changes in family life.  The more slowly she 

adapts, the stronger her incentive will be to become pregnant at a young age, since the 

raw level of family life utility is much higher after having a child.  When we include 

adaptation in the analysis, the overall degree to which the woman cares about family life 

is less relevant than the degree to which she becomes accustomed to it.  This effect is 
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similar to what we might observe if we allowed the woman’s importance weights to 

change over time.  Allowing her weight on family life to increase over time will have the 

same material effect we would observe from her smoothing parameter for family life 

having a high value.

1.6     Conclusion

We have developed and discussed a few different methods for analyzing decisions with 

health outcomes.  We can extend the QALY method to include probability curves over 

time for each possible health condition, which allows the computation of a subjective 

expected utility for each alternative.  This model follows the axioms of traditional utility 

theory, and can be very useful as a guide for decision makers.  We also introduced a 

reference-dependent utility model, which allows for the fact that a person will adapt to 

health states over time.  Using an exponential smoothing formulation for the reference 

points, we can compute reference-dependent expected utility.  This represents the 

expected level of actual experienced utility over the time horizon being considered.  

Given a few basic independence assumptions, we can compute this reference-dependent 

expected utility using only the probabilities of the health conditions over time, the 

preferences of the decision maker, and (if appropriate) a survival curve.  This is an 

extremely valuable tool for a person facing a health-related decision.  Finally, we applied 

this model to Keeney and Vernik’s analysis of when a woman should begin trying to 
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have a child, and discussed the ways in which adaptation can affect that particular 

decision. 

1.7     Appendix

Proof that single-condition reference-dependent expected utility depends only on the marginal probabilities 
that X1(t) = 1:

Recall that Yit = 1-(Xi(t)(1-yi)).  Since Yit is a linear transformation of Xi(t), it will suffice to show that 
expected utility is a function of the E[Yit].
Index the single health condition as i=1.  We can write E[Ut] = E[1 + (Y1t-R1t)] = E[1] + E[Y1t] + E[R1t].
Thus, we need to show that E[R1t] is a function of E[Y10], E[Y11], …, E[Y1t-1].
Since we are using exponential smoothing to determine the reference level, R1t is defined recursively using 

(5).  Solving the recursive equations yields  
1

1
1 1 1 1

0

1
t

t k
t k

k

R Y 


 



  .  Thus, 

   
1

1
1 1 1 1

0

E E 1
t

t k
t k

k

R Y 


 



    
    

1
1

1 1 1
0

1 E
t

t k
k

k

Y 


 



  , and we see that E[R1t] is a linear 

function of E[Y10], E[Y11], …, E[Y1t-1].  In addition, since we are assuming s(t)=1 over the time horizon 

being considered, observe that    E U E Ut
t

 , which means E[U] is also linear in E[Y10], E[Y11], …, 

E[Y1t-1].  It does not even need to be linear; the fact that it is a function only of the E[Yit] is sufficient.
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Chapter 2

Decision Analysis Using Geographic Information Systems

2.1     Introduction

The use of geographic information systems (GIS) has become widespread over the past 

decade.  Policy decisions made using GIS generally affect one or more environmental 

factors which vary geographically.  That is, the outcome can be described in terms of one 

or more variables whose values are defined over a region.  To judge the relative 

desirability of various outcomes, the decision maker must be able to (implicitly) express 

each map of attribute values as a single overall value that can be compared against other 

outcomes.  This issue arises frequently, because the information is usually presented as 

one or more arrays of values defined over a region.  In these models, it is extremely 

important to properly take the decision maker’s preferences into account. Simply put, the 

main problem is this:  looking at two possible maps, how can a decision maker properly 

consider the information presented by each one and conclude that one or the other would 

be more desirable?  

It is likely that, in reality, decision makers employ certain heuristics to make these 

judgments possible.  One possible example of such a heuristic is a lexicographic semi-
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ordering1.  With this heuristic, the decision maker has in mind several objectives for the 

chosen map.  He mentally ranks these objectives in order of importance.  If he can 

discern a significant difference between the two possible maps regarding the first 

objective, he will choose the superior map.  If he cannot, then he looks for a significant 

difference regarding the second objective.  If he can find one, he will choose the superior 

map, and if not, he will move on to the third objective.  This process is repeated until 

either a difference is found on an objective or the two maps are deemed to be equally 

desirable.  For a more detailed treatment, see Tversky (1969) or Luce (1978).  

Of course, there are many other types of heuristics and cognitive shortcuts that one could 

use to compare maps.  It is almost certain that decision makers in these situations are 

using such shortcuts, because a map of GIS data presents an enormous quantity of 

information, which is likely beyond what can be incorporated into a simple mental model 

of the situation.

In this work, we analyze these types of policy questions using multi-attribute decision 

theory.  The first step is a discussion of the basic quantitative methods for assessing the 

value of a geographically-defined outcome.  It is also important to analyze the conditions 

required for their validity.  We discuss several properties of spatial preference structures 

which will improve the ease of implementation and the real-world feasibility of our 

methods.

                                                     
1 We call this a heuristic, since it is unlikely that a decision maker would consider it optimal to purposefully 
follow a lexicographic semi-order process.
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After the theoretical development has been completed, then the analysis will be applied to 

several real-world problems.  We examine a decision related to urban development, an 

irrigation allocation decision, a nuclear accident planning decision, and a fire coverage 

decision.  We will also discuss the applicability of spatial preference models, along with 

the significant potential benefits that can be gained from this approach.  

2.2     Literature Review

The previous work relevant to this paper can be divided into two main categories.  The 

first category deals with the fundamental concepts in multi-attribute preference theory, 

and the second involves specific applications of GIS.  In addition, some work has been 

done in an effort to apply certain decision analysis concepts to spatial models.

The development of multi-attribute value/utility theory can be attributed largely to a few 

influential works from the 1970’s.  Keeney and Raiffa (1976) provide utility 

independence conditions for multiple-attribute utility (for decisions under risk).  Dyer and 

Sarin (1979) discuss several conditions under certainty, most notably mutual preferential 

independence, which permit the use of additive multi-attribute measurable value 

functions (for decisions under certainty). Building upon this fundamental work, 



www.manaraa.com

31

Kirkwood (1997) elaborates on the use of spreadsheets for modeling multi-attribute 

decision models.

GIS have become a standard tool for formulating and analyzing spatial problems.  They 

underwent a sharp increase in popularity during the 1990’s, and are now the center of a 

large stream of literature.  There are many papers examining various applications of GIS.  

For example, Knox and Weatherfield (1999) discuss their use in the context of irrigation 

and water resource management, Pendleton et al. (1999) analyze the use of GIS in 

studying wildlife habitat selection in Alaska, and Kohlin and Parks (2001) look at a GIS 

model to analyze deforestation.

There are also many papers which provide helpful explanations and overviews of the GIS 

methods in general.   A good overview is provided by Bond and Devine (1991).  They 

illustrate GIS as incorporating techniques from classical statistics very effectively.  Arbia 

(1993) also provides a good overview of GIS with some more detail.  Sampling and 

modeling error are discussed, but not as uncertainty over outcomes in the way that they 

might be in the literature on decision making.  There are no notions of preferences or 

utilities present, as they are not closely related to the goals of the paper.  This is a 

recurring theme in many GIS papers.  The goal of these authors is mainly to expound the 

fundamentals of the systems rather than analyze the ensuing decision process.  A decision 

analysis approach could increase both the power and the applicability of GIS tools.
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However, there is a small subset of the literature discussing the use of GIS in making 

decisions.  Spatial decision support systems and GIS are discussed by de Silva and Eglese 

(2000) and Worrall and Bond (1997).  Both of these papers are valuable in transitioning 

between GIS and decisions.  Malczewski (1999) has a more detailed analysis of decision 

making using GIS from a multi-criteria decision making perspective.  Beinat and 

Nijkamp (1998) use a multi-criteria approach to land-use decisions.  Chan (2005) 

incorporates decision analysis techniques into GIS problems elegantly.  However, these 

problems do not involve spatial aggregation of preferences.  They are mostly “siting” 

types of problems, in which a location is chosen from a map, resulting in a single array of 

attribute values.  Even in the GIS literature that explicitly deals with decision making, 

information is defined spatially, but preferences rarely are.  One notable exception is a 

park planning problem discussed by Keisler and Sundell (1997), who do focus on 

integrating multi-attribute utility and spatial outcomes.

2.3     Models

In decision analysis terminology, a person’s preferences over the outcome of a variable 

are characterized with a value function.  For example, an individual places a value on 

every possible monetary outcome.  In situations with uncertainty, these value functions 

are replaced by utility functions, which can be evaluated not only for specific outcomes, 

but also for gambles over possible outcomes.
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In most real situations, an outcome is defined by more than one variable.  For example, a 

person’s preferences over the weather will consider both temperature and precipitation 

(and probably other factors as well).  In this case, the person would need a multi-attribute 

value function which maps both of these outcomes to a single numeric value.  If future 

weather, which is uncertain, were also a consideration, then a multi-attribute utility 

function (Keeney and Raiffa 1976) would be required, which would allow the decision 

maker to compute an expected utility over the possible outcomes.

In general, the simplest type of multi-attribute value/utility function is an additive 

function.  An additive multi-attribute value function is one that can be written as

   i i i
i

V z a v z ,                                                   (2.1)

where zi is the outcome of attribute i, vi is the single attribute value function, and ai is the 

weight that the decision maker places on attribute i.  That is, the overall value is a 

weighted sum of the values obtained from each individual attribute.  These functions 

have a notion of separability; a change in one attribute does not affect the value 

contributed by the others.  Notice that no restriction is placed on the vi; a value function 

on an individual attribute can take on any form, as long as it is defined over all possible 

values of zi.

The use of an additive multi-attribute value function assumes mutual preferential 

independence.  The simplest test for preferential independence is to consider two 
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alternatives, and assume that all but two of the attributes are identical between these two 

alternatives.  If comparison of the two alternatives (using the values on the two differing 

attributes) can be done without knowing the values of the identical attributes, then 

preferential independence is satisfied, and it is valid to assume an additive multi-attribute 

value function.  Essentially, this condition means that the tradeoff between any two 

attributes does not depend on the values of the others.

For decisions with geographically-defined outcomes, it is desirable to use additive multi-

attribute value functions if at all possible.  The separability of attributes provides an 

enormous practical benefit; it allows for assessment of a value function on an attribute in 

one region without having to consider any other regions.  This requires a variation on 

preferential independence which we call spatial preferential independence.  If we 

consider a single attribute z, regions R1, R2, …, Rm exhibit spatial preferential 

independence with respect to z if the rank-ordering of alternatives with common values 

of z for some subset of R1, R2, …, Rm does not depend on those common values.  That is, 

the decision maker is able to simply ignore this subset of regions, and look only at the 

regions over which z differs between alternatives.  The resulting spatial additive value 

function has the form:

   
1

m

j j j
j

V R a v z


 .                                              (2.2)
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Another desirable condition on the decision maker’s preferences is what we call spatial 

homogeneity.  If R1, R2, …, Rm are spatially preferentially independent with respect to z, 

they are spatially homogeneous if the midvalue *
jz of any interval [zj’, zj”] does not 

depend on j.  That is, spatial homogeneity means that the value function for an attribute 

has the same shape for every region.  A spatially additive and homogeneous function has 

the form:

   
1

m

j j
j

V R a v z


 .                                                  (2.3)

Using this preference structure avoids the necessity of having to elicit a value function for 

each individual region.  Notice that there is no subscript for location (or anything else) on 

the value function v.  Spatial homogeneity makes the assessment of the decision maker’s 

preferences much more tractable.

It is also possible to extend these conditions to continuous value functions.  If 

mathematical expressions for the attribute values z and the weights a are defined 

continuously over the region, then the value function can be written instead as:

( ) ( , ) [ ( , )]
R

V R a x y v z x y dxdy  ,                                    (2.4)

where x and y are simply coordinates within region R.  Note that spatial homogeneity is 

extremely important when using continuous value functions.  It would be very difficult to 

assess a mathematical expression for a value function whose shape varies throughout the 

region.



www.manaraa.com

36

These conditions can also be extended to decisions with uncertainty.  Instead of 

preferential independence, however, the use of an additive multi-attribute utility function 

requires a slightly stronger condition called additive independence.  Additive 

independence essentially requires that the decision maker could compute a separate 

expected utility component for each attribute, and then take the sum to obtain the overall 

expected utility.  In other words, if attributes x and y can take values  ,h lx x and 

 ,h ly y respectively, then the decision maker must be indifferent between the following 

two gambles: 

Gamble 1:   ,h hx y with probability .5, or  ,l lx y with probability .5

Gamble 2:   ,h lx y with probability .5, or  ,l hx y with probability .5

We say that the partition R1, R2, …, Rm displays spatial additive independence with 

respect to z if the rank-ordering for any set of alternatives depends only on the marginal 

probability distributions over the levels z1, z2, …, zm of z in each of the subregions R1, R2, 

…, Rm for each alternative.  This is analogous to the additive independence condition 

discussed above.  In spatial decision problems with uncertainty, instead of maximizing a 

spatial value function, we maximize expected utility using a spatial utility function.  If 

spatial additive independence is satisfied, this expected utility is given by:

 
1 1

K m

k j j jk
k j

EU p a u z
 

 
  

 
  ,                                             (2.5)
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where pk represents the probability of outcome k, k = 1,...,K.  If spatial homogeneity is 

satisfied as well, we can rewrite (2.5) as:

 
1 1

K m

k j jk
k j

EU p a u z
 

 
  

 
  .                                              (2.6)

As in the case under certainty, we can extend (2.6) to be defined continuously, resulting 

in expected utility given by:

    
1

, ,
K

k k
k R

EU p a x y u z x y


 
  

 
  .                                    (2.7)

Once again, it is also very important that spatial homogeneity holds in the continuous

case.  If it does not hold, then assessing the utility function over the region will likely be 

an intractable task.

Thus far, we have considered only cases with a single variable defined across a region.  

In many cases, the decision maker will consider multiple variables, one or more of which 

may vary geographically.  Incorporating this is actually a very straightforward extension.  

We already have the structures in place to compute the scalar value achieved for each 

individual variable.  We can either assume (for simplicity) that the overall multi-attribute 

value or utility function is additive in these scalar values, or assess a more complex form 

if tractable.  We can also extend the model to allow weights to vary over time, or to 

incorporate notions of fairness or other interactions across subregions.
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This set of functions and conditions on preference structures will serve as the foundation 

for the next section of this paper, in which we apply these spatial decision tools to several 

practical applications.

2.4     Applications

We now turn to four examples which demonstrate the practicality of these concepts as 

well as some of the insights that we can gain from them.  The first example is based on 

data from the Decision Center for a Desert City, at Arizona State University.  The other 

three are stylized examples based on data and models used in other analyses.

2.4.1     Urban Development

This example is based on data from a heat flux model developed by the Decision Center 

for a Desert City.  The model is known as the “Local-Scale Urban Meteorological 

Parameterization Scheme” (LUMPS).  Urban development has led to increased 

temperatures in Phoenix, mostly by reducing the amount of night cooling that occurs.  As 

a result, there is a strong motivation to increase the quantity of vegetation, as “green” 

areas retain far less heat.  However, this would also require more water, as these areas 
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lose far more to evaporation than developed urban areas.  Night cooling and evaporation 

rate are both important considerations when choosing development strategies.

Using the LUMPS model, evaporation rate and night cooling estimates were obtained for 

ten different tracts of land using each of three potential development strategies.  The three 

strategies are:  “compact” (denser urban development), “oasis” (more non-native 

vegetation), and “desert” (more native vegetation).  The current levels of evaporation rate 

and night cooling are shown in Figure 2.1.  The ten tracts for which data are available are 

not contiguous; we do not have information on evaporation rate or night cooling in the 

blank areas.

Base-Case LUMPS Data for Ten Tracts

Figure 2.1.  Current evaporation rate and night cooling for each of the ten tracts.

Figure 2.2 shows the changes that would result from each strategy.  The different shades 

of the tracts represent the current classifications:  the darkest shade represents industrial 

tracts, the lightest shade xeric (desert) tracts, and the middle shade mesic (non-native 

vegetation) tracts.
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LUMPS Data for Changes Resulting from Three Development Strategies

Figure 2.2.  Changes in evaporation rate and night cooling that would result from implementing each of the 
three strategies in the ten tracts.

Given only the LUMPS data shown in Figures 2.1 and 2.2, it is not at all clear what 

should be done.  To choose the optimal development strategy for each tract, we need to 

know the value functions for evaporation rate and night cooling, as well as the relative 

importance of each.  We can then formulate the overall value using equation (2.3).  Once 

these preferences are incorporated into the model, we can determine which strategy 

would result in the highest value for each tract.  For example, if the decision maker has 

the single-attribute value functions for evaporation rate and night cooling shown in 
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Figure 2.3, and places a 40% weight on evaporation rate, then the resulting optimal 

development plan is the one shown in Figure 2.4, as shown below in detail.  It is 

important to note that when determining the weight to place on each attribute, the 

decision maker must be aware of the possible ranges of each one.  That is, the weights 

should reflect the relative benefit of moving from the worst achievable level of each 

attribute to the best achievable level, and the assessment questions asked of the decision 

maker would emphasize this very clearly.

Possible Value Functions on the Two Attributes

Figure 2.3.  Example value functions for night cooling and evaporation rate.

Optimal Development Strategies

Figure 2.4.  The optimal development plan with a particular set of decision maker preferences.  
C=Compact, O=Oasis, D=Desert



www.manaraa.com

42

Once we frame this scenario using multi-attribute preferences, the decision problem 

becomes much more straightforward.  For example, in the uppermost tract, we can 

compute the value achieved by each of the three development types, as shown in Table 

2.1.  Based on the overall values in the rightmost column of Table 2.1, we would 

recommend choosing the "desert" strategy for this tract.  A similar calculation is done for 

each tract, resulting in the optimal development plan in Figure 2.4.

Values Achieved in One Tract by Three Development Plans

Dev. 
Type

Evap. Rate

zER

Value

v(zER)

Night 
Cooling

zNC

Value

v(zNC)

Overall Value

.4v(zER) + .6v(zNC)

Compact
0.125

(0.128-0.003)

0.409 2.357

(1.999+0.358)

0.998 0.762

Oasis
0.160

(0.128+0.032)

0.000 2.405

(1.999+0.406)

1.000 0.600

Desert
0.115

(0.128-0.013)

0.508 1.836

(1.999-0.163)

0.957 Maximum = 0.777

Table 2.1.  The value achieved from night cooling and evaporation rates given the three possible 
development plans in the uppermost tract.

We could even extend this model to incorporate other factors.  For example, it would be 

possible to include restrictions on the combination of strategies implemented.  There 

might be a minimum number of “compact” tracts required to meet industry needs, or a 

minimum number of “oasis” tracts to appease residents upset with increasing energy 

costs.



www.manaraa.com

43

2.4.2     Irrigation Allocation

The second example deals with determining an optimal irrigation allocation strategy for 

the Anglian region in the United Kingdom.  The data used are based on information 

presented by Knox and Weatherfield (1999).  The question is:  given the amount of 

irrigation requested by each subregion, the average amount of money generated per unit 

of irrigation in each region, and a total amount available, how can we best allocate the 

available resources?  The demand and average amount of money per unit are shown in 

Figure 2.5.

Demand and Average Values for Irrigation

Figure 2.5.  Demand and average values for irrigation in each subregion.  In the left map, darker shading 
represents higher demand, and in the right map, darker shading represents higher average value.

The obvious next step is to run a linear optimization over the possible allocations to 

determine which one would generate the most money.  In this optimization model, the 
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decision variables are the amounts of irrigation provided to each subregion, the objective 

function coefficients are the average monetary values per unit of irrigation in the 

subregions, and the constraints are the total demands (as upper bounds) and the overall 

amount of irrigation available.   The resulting optimal policy is shown in Figure 2.6.

This result is very lopsided; it suggests that all of the demand should be met in the most 

profitable subregions, while the less profitable ones should be completely ignored.  This 

is most likely an undesirable strategy, both practically and politically.  The primary 

concern here is that this “optimization” led to a result that was clearly not optimal.  This 

happened because we did not adequately incorporate the preferences of the decision 

maker.  We assumed that the profit each region obtained from a unit of irrigation was 

constant (which is extremely unlikely), and that the implied value achieved consisted 

purely of the profit.  Rather than assuming such a linear value function, actually assessing 

the value function for a region's allocation will yield more detailed preferences for 

irrigation in a region as shown in Figure 2.7.  This particular value function represents a 

modestly decreasing marginal value of irrigation within a subregion.
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          Initial Optimal Policy 

Figure 2.6.  The optimal irrigation policy with an implicit linear value function.  Only 12 areas (shaded) 
receive non-zero allocations.

   Value Function for Irrigation Level

Figure 2.7.  A nonlinear value function on the irrigation amount in one subregion.

If we assume spatial homogeneity holds, then we may apply this value function to every 

subregion.  If we optimize using the resulting preferences (with (2.3) as the objective 

function, all aj = 1) instead of the initial implicit linear value functions, we obtain the 

policy shown in Figure 2.8.  This optimal policy is much more intuitively appealing; it 

still provides more irrigation to the more profitable regions, but it accounts for the fact 

that we also prefer to give modest irrigation to many areas rather than meet the full 
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demand of a few areas.  The changes in allocations from the initial model to the new 

model are shown in Figure 2.9.  If the new allocations were plugged into the initial 

optimization model (i.e. without including a nonlinear value function), the profit would 

be approximately 90% of the profit achieved by the policy shown in Figure 2.6.

Optimal Policy with Nonlinear Values

Figure 2.8.  The optimal irrigation policy resulting from a nonlinear value function, with 29 areas receiving 
non-zero allocations.

Resulting Change in Allocations

Figure 2.9.  The change in optimal allocations from the original model to the model incorporating a 
nonlinear value function.
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2.4.3     Nuclear Accident Countermeasures

The third example is based on the scenario discussed by French (1995) regarding 

countermeasures following a nuclear accident.  We assume that a disaster has occurred at 

a nuclear plant, and try to determine how best to protect the people in the surrounding 

region.  There are three possible countermeasures that can be employed in each 

subregion.  First, officials may encourage “sheltering,” which means ensuring that people 

are shielded from radiation as much as possible.  Second, they may provide iodine 

supplements, which offer some degree of protection from negative effects of radiation.  

Third, they may encourage or even force residents to evacuate.

In this particular example, the wind is blowing from the northwest, and thus the 

southeastern part of the region is at the greatest risk.  In addition, the radioactive plume 

does not touch down immediately, meaning that areas farther southwest are actually at 

more risk than the areas immediately adjacent to the plant.  This is a fact often not 

understood or accepted by the general public.

Figure 2.10 shows the increase in value (as would be determined by the decision maker) 

achieved by implementing each of the countermeasures in each subregion of the map.  

There is a budgetary constraint; they cannot provide the maximum possible protection to 

everyone.  Each countermeasure has an associated per-subregion cost.  In addition, there 



www.manaraa.com

48

is a logical constraint; they cannot both shelter and evacuate a subregion.  The shading in 

Figure 2.10 is simply to illustrate physical proximity; the darker subregions are closer to 

the plant.

Additional Value Provided by Each of the Three Countermeasures

Figure 2.10.  Value provided by the three countermeasures in each subregion.

The general form of the optimization problem is given by (2.8).  The binary decision 

variables represent whether or not a strategy is implemented in each individual subregion, 

and the data for the value functions are shown in Figure 2.10.  The first constraint is the 

budgetary constraint, and the second precludes both sheltering and evacuating the same 

area:

(2.8)

Consider the two potential strategies shown in Figure 2.11.  The highlighted cells 

represent the implementation of the corresponding countermeasure in those subregions.  

Strategy 1 (the "risk-based strategy") is an example of what an expert might recommend; 
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the subregions with the greatest risk are being evacuated, the subregions with moderate 

risk are being sheltered, and iodine is provided for anyone who is likely to get at least 

some minimal level of exposure.  Strategy 2 (the "public's perceived risk-based strategy") 

is an example of what a politician might recommend, as it also considers public reaction.  

It is not drastically different from the expert recommendation, but it focuses also on 

protecting the subregions closest to the plant.   Based on the model in (2.8), strategy 1 

would be preferred, with an objective function value of 14.29.  Strategy 2 would have an 

objective function value of 13.35.  In both strategies, the entire budget is spent.  A 

practical course of action might be to solve for an optimal solution to this model, and 

then to adjust it according to politics or public perception.

Two Potential Strategies For Distributing the Countermeasures

Figure 2.11.  Two possible strategies being considered for distributing the three countermeasures.  
(Highlighted cells indicate that this action is used in this subregion.)
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An interesting extension, however, would be to include the public reaction to a strategy 

as an attribute2.  In the model shown in (2.8), Strategy 1 will likely be deemed a better 

choice than Strategy 2.  However, Strategy 2 will likely be met with a more favorable 

reaction, since it provides more protection to the subregions closer to the plant.

2.4.4     Location of Fire Stations to Provide Fire Coverage

The fourth example is a stylized fire coverage problem.  It is motivated by the location 

problem discussion in Church and Roberts (1983).  In our example, the decision is where 

to locate three fire stations within a city to minimize response times.  The basic 

optimization model is shown in (2.9):

(2.9)

The objective is to minimize the average response time over all of the subregions of the 

city.  The lengths of time are scaled such that the maximum possible average response 

time for a subregion is 1.  In this stylized model, Xk is a binary variable equal to 1 if a fire 

station is located in subregion k and 0 otherwise, m represents the minimum achievable 

                                                     
2 See also Feng and Keller (2006) for a multi-attribute decision analysis approach to choosing among 
options for distributing radioactive iodine, where public reactions are considered.
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average response time for a region, and A(i,j) is a measure of accessibility of subregion i

from subregion j.  

Solving (2.9) results in the optimal fire station locations shown in the left side of Figure 

2.12.  Surprisingly, two stations are located in adjacent subregions.

    Optimal Fire Station Locations Using the Initial Optimization Model

Figure 2.12.  Optimal locations (shaded cells on left) and average response times (on right) when 
minimizing overall average response time.

However, this assumes that the value function of average response times within a 

subregion is linear.  It is likely that there are diminishing returns on decreases in response 

time from the perspective of a policy maker.  If we allow for a nonlinear value function 

that incorporates this, as illustrated in Figure 2.13, then the optimal locations will be the 

ones shown in Figure 2.14.
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Figure 2.13.  A nonlinear value function showing diminishing returns on decreasing average response times 
for a single subregion.

     Optimal Fire Station Locations with a Nonlinear Value Function

Figure 2.14.  Optimal locations (shaded cells on left) and average response times (on right) when using a 
nonlinear value function.

Notice that, just as it did in the irrigation example, assessing the value function leads to a 

more equitable distribution of resources.  The three fire stations are more spread out, and 

the average response times vary less across the city than they do with the initial 



www.manaraa.com

53

optimization.  When making these types of decisions, a policy maker may find that an 

optimization which does not explicitly incorporate a value function will lead to results 

which are very clearly non-optimal.  Ideally, an interface could be set up to allow the 

policy maker to impose additional constraints (such as a maximum acceptable average 

response time in particular subregions), and to graphically see the effects of changing 

station locations on the average response times.

2.5     Conclusion

We have introduced a framework for analyzing decisions made using GIS.  These types 

of decisions are becoming increasingly important for policy makers, and it is therefore 

vital to develop theoretical foundations for studying them.  When faced with a decision 

that has spatially-defined outcomes, formulating specific structures and conditions on the 

decision maker’s preferences will allow an analyst to elicit an appropriate value function 

and correctly gauge the desirability of any given outcome.  To demonstrate the 

applicability of these concepts, we used them to solve four particular examples.  They 

were helpful in analyzing urban development, irrigation, nuclear disaster planning, and 

fire coverage.  It is our hope that these spatial decision tools will be applied to a wide 

range of real-world policy decisions.
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Chapter 3

Modeling Altruistic Preferences

3.1     Introduction

The economic definition of altruism is the concept of a person making a decision to 

increase the well-being of others despite incurring some individual cost.  The idea of 

altruism challenges the traditional definition of utility over wealth or over a bundle of 

goods as a descriptive model, since an altruistic individual will blatantly violate the 

axioms of single-attribute utility maximization described by Savage (1954).  Altruism, 

however, is not incompatible with utility theory; it simply requires a multiple-attribute 

utility function that can incorporate altruistic preferences.  To this end, we will 

distinguish between a traditional single-attribute utility function, which we will write as 

u(), and a multi-attribute utility function as discussed by Keeney and Raiffa (1976), 

which we will write as U().

The concept of distinguishing the single-attribute u() and the multi-attribute U() in the 

context of altruism can be illustrated very well by considering an individual suffering 

from autism.  The National Institute of Neurological Disorders and Stroke (NINDS) 

explains:
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“Autism is characterized by impaired social interaction, problems with verbal and 
nonverbal communication, and unusual, repetitive, or severely limited activities 
and interests.”

Autism is a complex set of disorders with a vast array of symptoms, but one common 

observation, as NINDS points out, is that autistic individuals usually lack any sort of 

empathy.  This is the trait that sparked our practical interest in the concept of altruistic 

utility.

This autistic person frequently decides to take actions that are perceived by others as 

mean-spirited.  However, those who know him well realize that he does not make 

decisions with the intent to harm others; he simply does not take into account the effects 

of his decisions on other people.  Society deems this to be a serious social disorder.  So 

why are most economists and decision analysts not incorporating the effects of a decision 

on others into an individual’s preferences?

In this paper, we develop altruistic utility models beginning with a simple two-person 

additive case, and then extend the results to more general structures, to more than two 

individuals, and to single and multiple group models.  For each model, we analyze 

solvability conditions, and we provide several illustrative examples.
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3.2     Literature Review

In general, the economic literature has focused on developing descriptive theories of 

altruism which explain phenomena that have been empirically observed.  There is no 

widespread agreement on the exact definition of altruism (Monroe 1998), but we are 

concerned primarily with the economic interpretations.  This concept of altruism has been 

discussed extensively in two main contexts.  The first examines altruism as observed in 

charitable giving, and the second studies altruistic behavior from an evolutionary 

perspective.  There are also many papers discussing the psychological aspects of altruism, 

which we will touch on briefly. Finally, we will discuss some previous work on 

multiple-individual outcomes that are relevant to the group utility models we will explore 

toward the end of this paper.

One of the most obvious examples of altruism in society is the donation of money, time, 

or other resources to charity.  Titmuss (1971) discusses the rationale behind giving blood, 

and cannot explain it as “complete, disinterested, spontaneous altruism.”  Arrow (1975) 

discusses Titmuss’ work in the context of utility theory, and suggests different types of 

preferences for which giving blood might be desirable.  The one which is most relevant to 

this paper is the individual whose well-being depends “both on his own satisfaction and 

on the satisfactions obtained by others.”  Sugden (1982) argues that charitable giving 

cannot be explained simply by including improvement of the public good (charity) in the 

philanthropist’s utility function.  Andreoni and Scholz (1998) acknowledge that there 
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may be some interdependencies, as an individual may compare his/her own charitable 

donations to a reference level1.  However, they find that this is not a major factor in the 

underlying motivation for altruistic behavior.  Andreoni (1990) shows that altruism in 

society can be explained using “impurely altruistic” utility functions, where individuals 

receive utility both from the improvement in the public good (e.g. charity) and from the 

act of giving itself.  

In this paper, we frame altruistic preferences as characteristics of individual decision 

makers.  However, given the elusiveness and controversy surrounding this topic, it is 

important to discuss the research streams that explain and justify the existence of altruism 

in rational decision makers in the first place.  There is a large stream of literature 

dedicated to the development and spread of altruistic behavior in evolutionary settings.

Hamilton (1963) discusses an important point regarding the evolution of an altruistic 

gene.  He explains that for the altruistic gene to spread, it must lead NOT to behavior 

which helps the individual survive, but to behavior that helps the gene survive, regardless 

of who contains it.  So, for example, if we divide a population up into 100 tribes, and 

three of the tribes contain many individuals who are altruistic (toward their own tribe 

members), it may be that these three tribes are more likely to survive, and thus the 

altruistic gene can spread.  Simon (1990) proposes that it is often in the best interest of 

                                                     
1 See McCardle, Rajaram, and Tang (2009) for an example of utility functions incorporating tiered levels of 
charitable giving.
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docile individuals to engage in altruistic behavior, since they are given a social “tax” for 

doing otherwise.

In recent years, more mathematical evolutionary behavior models have been developed, 

some of which provide insights into altruism.  Trivers (1971) discusses reciprocal 

altruism: the idea that two individuals engaging in altruistic acts toward one another can 

both reach better outcomes than if neither had done so.  Alexander (1987) and Nowak 

and Sigmund (2005) discuss the evolution of “indirect reciprocity.”  Indirect reciprocity 

is the concept that a person may engage in altruistic behavior not directed at the 

individual(s) being altruistic toward them (or expected to be altruistic toward them in the 

future).  The expectation is that, in the long run, someone will reciprocate.  Bergstrom 

and Stark (1993) show that even in the absence of reciprocity, there are simple 

evolutionary models that explain altruism.  They develop several models using a standard 

one-shot prisoner’s dilemma, and demonstrate that it is very possible for cooperation to 

become the norm in the population.

Another interesting concept is altruistic punishment:  the idea that individuals may incur 

some direct cost to punish another individual who acts in an undesirable (usually selfish) 

fashion.  Fehr and Gächter (2002) show that altruistic punishment in an evolutionary 

setting is likely to increase cooperation.  Boyd et al. (2003) expand this concept to 

explain altruistic punishment and cooperation even in large populations where 

interactions are anonymous and are not repeated.
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Any altruistic preference model depends, whether implicitly or explicitly, on some form 

of interpersonal comparison of utility.  The issue of interpersonal utility comparison is 

discussed by Robbins (1935), and Sen (1979) provides an informative summary of many 

of the issues involved.  Narens and Luce (1983) show that individuals may often achieve 

ordinal agreement of outcomes, but that this is dependent on social factors, and may not 

represent true intercomparability.  This paper relies on interpersonal comparison of utility 

only within the individual preferences; that is, we do not attempt to determine optimal 

social outcomes.

Chen and Plott (2002) discuss the aggregation of individual beliefs into a single group 

belief.  For example, if individuals are permitted to buy and sell shares of an election 

candidate, then the group outcome (market price) is a function of the individual values 

placed on the candidate.  This idea is also analyzed by Forsythe, Rietz, and Ross (1999), 

and by Forsythe et al. (1995).  These papers are similar to our group altruistic model, in 

that they examine an individual's interaction with the overall group rather than with other 

individuals.
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3.3     Modeling Approach

Contrary to the approach taken by many researchers in the past, we would like to analyze 

altruistic preference models in a normative fashion.  In particular, we are interested in 

preference structures over outcomes affecting multiple altruistic individuals.

Consider a decision made by person 1 for which the outcome is also experienced by 

person 2.  If person 1 is not altruistic, then    1 1U x u x (where x is some physical 

outcome).  Person 1 is neither hateful nor overly generous.   He is, in a loose sense, 

suffering from autism.  If person 1 is altruistic, then the question is:  what should  1U x

look like?  The simplest approach is to let       1 1 2,U x f u x u x .  This implies that 

person 1’s utility function depends on the traditional utility experienced by both himself 

and by person 2.  However, this does not fully capture what we mean by altruism.  We 

would also like to ensure that a better outcome for person 2 will have a positive effect on 

person 1’s utility.  We can account for this simply by asserting that

 
1

2

0
U

u x





,                                                                                                                    (3.1)

provided that U1 is differentiable in u2.  This idea seems reasonable; at the very least, it is 

consistent with our basic notion of altruism.  It is tempting to assume that (3.1) should 

hold when this partial is not equal to zero.  However, there are many decision models and 

psychological concepts that claim this is not the case.  For example, any happiness model 
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that includes social comparison implies that (3.1) does not hold, since an individual 

would be made better off when others suffer (although these utility models generally are 

not framed that way).

A much more interesting scenario arises if person 2 is altruistic as well.  In this case, we 

need to decide whether it would be more appropriate to model person 1’s utility as

      1 1 2,U x f u x u x                                                                                              (3.2a)

or as

      1 1 2,U x f u x U x .                                                                                           (3.2b)

This is really a philosophical question:  does an altruistic person care inherently about the 

physical outcome experienced by others, or the overall well-being of others?

We claim that (3.2b) is a more accurate representation of altruistic utility.  Altruistic 

individuals do tend to prefer that others achieve higher levels of traditional utility.  

However, preferences over others’ traditional utility can also be viewed simply as a proxy 

for preferences over the well-being of others, without relying on such a rigid restriction 

on how that well-being is derived.
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The difficulty in developing models based on the idea in (3.2b) is that they will involve 

complex interdependencies between the utilities of the individuals.  The major concern is 

that it might not be possible to uniquely solve for each individual’s utility.  In this paper, 

we prove some general existence results which show that it is indeed possible if a few 

basic conditions are met.  We will begin with a very simple specific scenario, and then 

expand to more general structures.

It is also important to note that the results obtained here extend beyond altruistic utility.  

In fact, the analysis in this paper can be applied to any situation where individual 

outcomes have externalities, whether positive or negative.  Altruistic utility is a practical 

and concrete example, but these models will be applicable and informative with only 

minor modifications for any such setting.

3.4     Bell and Keeney's Framework

Bell and Keeney (2009) describe a scenario with two people and a set of physical 

outcomes A = {a1, …, an} (we will refer to the outcomes as {x1, …, xn} for consistency 

with the rest of this paper).  The specific example they use involves two people going out 

to eat a meal together.  They have utility functions u1(xi) and u2(xi) over the physical 

outcomes, which in their scenario are the possible restaurants.  They also have altruistic 

(additive) utility functions, which are written as
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       1 1 1 1 21i i iU x u x u x                                                                                     (3.3)

and

       2 2 2 2 11i i iU x u x u x    ,                                                                               (3.4)

where 0≤α1, α2≤1.  This allows each person to express preferences over how much the 

other likes the physical outcome.  Notice, however, that person 1's preferences are 

unaffected by the altruistic nature of person 2.  In person 1's altruism, she does not 

consider the idea that her own utility has a positive effect on person 2's utility.  She 

displays what we will refer to in this paper as "specific altruism."

Bell and Keeney do mention the possibility of including U2(xi) instead of u2(xi)  in person 

1's utility function (and U1(xi) in person 2's utility function).  They point out, however, 

that this leads to "double counting" of utility.  That is, person 1 is made happier not only 

by a physical outcome that she enjoys, but also by the positive effect that her resulting 

happiness has on person 2.  They then conclude that this invalidates the model.  We 

contend that not only is this not a problem, it is precisely what a model of true altruism 

should do!
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3.5     Results on Two-Person General Altruistic Utility with Additive (Altruistic 
Utility) Functions

We view the "specific altruism" utility expression as simply a proxy for what we call 

"general altruistic utility" (GAU).  GAU expresses the idea that altruism is nothing more 

or less than including a positive effect from another person's overall utility when forming 

one's own utility function.  If the other person's overall utility includes an altruistic 

component, then so be it.  Anything that makes the other person better off will make the 

person with GAU better off.

Let's consider, as Bell and Keeney do, two altruistic people going out to dinner.  Both of 

them care about each other very much.  Is Person 1's altruistic benefit a direct result of 

Person 2 enjoying her meal?  Or is his altruistic benefit a direct result of Person 2’s high 

level of well-being?  Of course, it may be difficult to separate the two, since Person 2 is 

likely to be happy largely as a consequence of enjoying her meal.  However, in terms of 

Person 1's preferences, we contend that Person 2's happiness is most likely what will 

directly improve his utility.

If we include U2(xi) in Person 1’s utility function and U1(xi) in Person 2’s utility function, 

the functions are of the form:

       1 1 1 1 21i i iU x u x U x                                                                                     (3.5)



www.manaraa.com

66

and

       2 2 2 2 11i i iU x u x U x    .                                                                              (3.6)

This creates an interesting dynamic, as each person’s altruistic utility depends on the 

altruistic utility of the other.  The first natural question to ask here is:  can we actually 

solve this?  That is, can we express U1(xi) and U2(xi) uniquely in terms of u1(xi) and 

u2(xi)?

It turns out that we can, provided that α1 and α2 are not both equal to 0.  The result is the 

following pair of GAU functions:

       
  

1 1 1 2 2
1

1 2

1

1 1 1
i i

i

u x u x
U x

  
 

 


  
                                                                             (3.7)

       
  

2 2 2 1 1
2

1 2

1

1 1 1
i i

i

u x u x
U x

  
 

 


  
.                                                                           (3.8)

See Appendix for details.  The reason that we cannot have α1=α2=0 is that it reduces (3.5) 

and (3.6) to U1(xi)=U2(xi) and U2(xi)=U1(xi), which gives us no information about the 

levels of utility actually achieved.

If Person 1 and Person 2 both display GAU, then both can be made better off as a result 

of each other's altruism.  If Person 2 enjoys her meal, this makes Person 1 happier, which 

in turn makes Person 2 happier, which then makes Person 1 happier, ad infinitum.  One 
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common reaction to this realization is that perhaps this means that two people satisfying 

GAU should converge to identical utility functions.  In fact, this is not the case.

Let's assume that Person 1 and Person 2 both have additive utility functions as described 

by (3.3) and (3.4), where 0<α1, α2<1, and therefore they also have GAU functions as 

described by (3.7) and (3.8).  We would like to know what is required to have U1(xi) = 

U2(xi), that is, for Person 1 and Person 2 to have identical utility functions.  Using (3.7) 

and (3.8), it turns out that in order to have U1(xi) = U2(xi), it must be true that u1(xi) = 

u2(xi) for all i (see Appendix for details).  That is, the ONLY WAY that Person 1 and 

Person 2 will have equivalent GAU preferences over A is if their physical preferences 

over A are identical.  This seems somewhat counterintuitive to the idea of altruism; it 

implies that even strongly altruistic individuals will sometimes prefer alternatives that 

decrease the utility of others.  However, this is undeniably true for the pairwise additive 

model.  If Person 1 and Person 2 factor their own physical preferences into their utilities 

at all, then they will never have identical utility functions.  Proponents of successful 

marriages might do well to consider this idea.

3.6     Results on Two-Person General Altruistic Utility for More General Utility 
Functions

We have shown that functions of the form in (3.7) and (3.8) are achievable for two people 

with additive altruistic utility functions.  The next question is:  can we expand this result 
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to pairwise GAU preferences without relying on a specific structure?  That is, if we 

express these general utility functions as:

      1 1 1 2i i iU x f u x ,U x                                                                                            (3.9)

and

      2 2 2 1i i iU x f u x ,U x ,                                                                                       (3.10)

can we solve for U1(xi) and U2(xi) purely as functions of u1(xi) and u2(xi)?  It turns out that 

we can, although the required assumption will be slightly more involved.  To do this, we 

must use the implicit function theorem.  The implicit function theorem states that if we 

have a function f:  Rn+m → Rm (with variables x1,…,xm, xm+1,…,xm+n) then under certain 

conditions on the partial derivatives of f, it is possible to express x1,…,xm purely as a 

function of xm+1,…,xm+n.  For more details on this theorem, see Krantz and Parks (2002).

In this case, we would like to express U1(xi) and U2(xi) as functions only of u1(xi) and 

u2(xi).  It turns out that this is possible, provided that

1 2

2 1

1
f f

U U

   
     

,                                                                                                        (3.11) 

and, of course, that these partial derivatives exist.  See the appendix for the derivation of 

(3.11).  It should be apparent that (3.11) is not a very restrictive condition; it simply rules 

out degenerative utility expressions, such as α1=α2=0 in the additive structure.  This 
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means that for virtually ANY pairwise GAU structure, it is possible to solve for U1 and 

U2!  Thus, altruistic utility clearly is mathematically tractable for two individuals.

Bell and Keeney’s objection to GAU is a legitimate concern.  It illustrates a common 

reaction to interdependent results, which can be described as follows:  person 2’s utility is 

reflected in person 1’s utility, which is then reflected in person 2’s utility, which is then 

reflected in person 1’s utility, etc.  This is an infinite process, and seems to be rather 

intuitively challenging.  However, the implicit function theorem approach completely

avoids this process by solving for the specific point at which the interdependencies are 

satisfied.  While not a perfect analogy, this is similar to Nash’s idea of directly solving 

for an equilibrium in game theory models (1951), thus sidestepping a more complex 

analysis of a sequence of best responses.

As an example, consider the following preference structures for the two altruistic 

individuals going out to dinner, where 

     1 2U x x U x                                                                                                     (3.12)

and

   2 1.5(1 ) .5U x x U x   .                                                                                         (3.13)

In this example, x is a measure of how spicy the food at the restaurant is (0 ≤ x ≤ 1).  

Person 1 prefers spicier food (with diminishing returns), but cares more about Person 2’s 
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well-being.  Person 2 prefers less spicy food, and places equal weight on her physical 

utility and Person 1’s altruistic utility.  To be precise, u1(x)= x , and u2(x)=1-x.  Person 1 

has a purely multiplicative altruistic utility function, and Person 2 has an additive 

altruistic utility function.  Using the implicit function theorem as described earlier, we 

require that 1 2

2 1

f f

U U

   
     

≠1 to solve for U1 and U2.  However, this is equal to 

 .5 .5x x   .  Since 0 ≤ x ≤ 1, this is never equal to 1, and thus our example is 

solvable for all feasible values of x.  If we solve (3.12) and (3.13) for U1 and U2, we find 

that:

   
 1

1

2

x x
U x

x





                                                                                                       (3.14)

and

   
 2

1

2

x
U x

x





.                                                                                                       (3.15)

Figure 3.1a shows the resulting altruistic utility curves, along with the physical utility 

curves.  Figure 3.1b shows the set of Pareto efficient values of x.  That is, for any value 

outside of this set, there exists another alternative that is at least as desirable to both 

individuals, and strictly more desirable to at least one of them.  These two individuals 

should undoubtedly choose a restaurant for which x is between 0.07 and 0.43.  The most 

desirable outcome within that range would depend on either their relative bargaining 

powers, or some type of interpersonal utility comparison outside the scope of this paper.
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Example Altruistic Preference Results for Two Individuals

Figure 1a (left).  The physical and altruistic utilities of two individuals whose preferences are described by 
(12) and (13).
Figure 1b (right).  The pareto efficient, or non-dominated, alternatives for the two individuals.

3.7     Results for Multiple Individuals

The next step is to expand the model to more than two altruistic utility functions.  

Consider n individuals, each of whom has an altruistic utility function that incorporates 

his own physical utility, and the altruistic utilities of the other n-1 individuals.  That is, 

we can write person i’s utility as:

            1 1 1i i i i i nU x f u x ,U x ,...,U x ,U x ,...,U x  .                                           (3.16)

Our goal is now to write each Ui(x) as a function of u1(x),…,un(x).  As in the pairwise 

case, the implicit function theorem can be used to determine the required conditions.  

With n individuals, the main condition is somewhat more abstract.  We require that the 

determinant below is non-zero:
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det 

1 1 1

2 1
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1 1

1

1 1

1
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1
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U U U
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f f

U U

f f

U U



 



         
 

  
 
    
  
 

      

 ≠ 0,                                                      (3.17)

(or equivalently that this matrix has full rank or is invertible), and again, that these partial 

derivatives all exist.  See Appendix for details (under "Derivation of (3.17)").  Though 

more difficult to understand in terms of specific utility structures, this condition has the 

same general purpose as the main condition in the pairwise model.  If this matrix does not 

have full rank, then we are in a higher-dimensional version of the “U1=U2, U2=U1” 

situation, where there is a degenerative interdependency among the altruistic utilities.  

Provided no such degenerative structure exists, it is possible to solve the n-person GAU 

model in terms of U1,…, Un.  This is a promising, but still somewhat vague result.  We 

will now discuss an alternative formulation that fits very well into the GAU framework 

and has a simpler required condition.

Consider a group of n individuals.  We create an artificial “group entity” as the n+1th 

person, and let each of the n individuals display altruism ONLY toward this group entity.  

That is, the individuals are concerned with the success of the group, but not directly with 

the utilities of the other individuals.  However, we assert that the success or well-being of 
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the group is permitted to depend (partially) on the well-being of each individual.  We 

define the altruistic utility function of individual i as 

      i i iU x f u x ,G x ,                                                                                             (3.18)

where G(x) is some measure of group success or well-being, defined as 

        1g nG x f g x ,U x ,...,U x ,                                                                            (3.19)

with g(x) representing the basic effectiveness of outcome x toward achieving the goals of 

the group.  We can think of g(x) as being analogous to u(x).  (3.18) and (3.19) describe 

two intertwined relationships.  (3.18) expresses the idea that each individual has 

preferences over how well the group is doing.  It is similar in motive to the combination 

of self and group utilities used by Margolis (1982).  (3.19) shows that the group’s state is 

a function that includes the utilities of all of the individuals within it.  For example, 

consider a volunteer social action group deciding on their next activity.  Each individual 

will have a higher level of utility if the activity goes well.  However, the success of the 

group depends partly on the individuals being happy and motivated to dedicate their time 

and energy to it.  Thus, we have the same type of interrelated utility dynamic that we saw 

in the previous models.  This could be interesting when considering individualistic vs. 

collectivistic cultures.  For example, U.S. and Chinese cultures tend to differ significantly 

in terms how much they care about a group.

Notice that the individual utility functions now have a domain that is only two-

dimensional, as opposed to the n-dimensional function shown in (3.16).  As a 
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consequence, we will see that the condition required to express Ui(x) and G(x) as a 

function of u1(x),…, un(x) and g(x) is much simpler.

Once again, we will make use of the implicit function theorem.  However, the matrix that 

must now have full rank is much sparser, and the required condition reduces to 

1gi

i i

ff

G U




  .                                                                                                             (3.20)

Details can be found in the appendix.  Notice that this is very similar to the condition 

needed for the general pairwise model.  In fact, the two-person model is mathematically 

equivalent to the group model with one individual (plus the artificial group individual).  

As long as (3.20) holds, it is possible to express each individual’s utility (and the group 

utility) purely as a function of u1(x),…, un(x) and g(x).

As an example, we will model a specific structure for the volunteer group mentioned 

above.  In our example, there are eight individuals, each of whom has the utility function:

     75 1 25iU x . x . G x   .                                                                                      (3.21)

The group utility function is given by:

   
8

1

6 05 i
i

G x . x . U x


  .                                                                                         (3.22)
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In this particular context, x represents the amount of time each individual spends 

promoting the group’s next activity (0 ≤ x ≤ 1).  (For simplicity, we assume that all 

individuals spend the same amount of time promoting the activity.)  In terms of direct 

physical outcomes, each individual prefers to spend as little time as possible doing this, 

but this is counteracted somewhat by the positive effect that it has on the group’s success.  

The individuals only consider “fair” outcomes in which each person devotes the same 

amount of time. The group’s success is determined mostly by the amount of time the 

individuals spend doing promotion (with diminishing returns), but also by the 

individuals’ levels of utility.

To be certain that the model is solvable, it must satisfy (3.20).  It is straightforward to 

compute   25 05 0125gi

i

ff
. . .

G U


   

 
.  Since there are eight individuals, it is clear 

that  8 0125 1 1gi

i i

ff
. .

G U


  

  , and therefore it is possible to express Ui(x) and G(x) 

as a function of u1(x),…, un(x) and g(x).  If we solve (3.21) and (3.22) for Ui(x) and G(x), 

we obtain:

  5 1 5

6 6 6iU x x x                                                                                                   (3.23)

and

  1 2 1

3 3 3
G x x x   .                                                                                                 (3.24)
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These utility curves are shown in Figure 3.2.  From the perspective of the individuals in 

the group, the most desirable choice of x is 0.01.  If they were not altruistic, their most 

desirable choice would be 0.  The effect of including altruism is that a very small amount 

of promotion by the individuals is Pareto superior to none; it is preferred by all 

individuals, and improves the well-being of the group.

Example Altruistic Preference Results for a Group of Individuals

Figure 3.2.  The physical and altruistic utilities of an individual and the group whose preferences are 
described by (3.21) and (3.22).

3.8     Results for Multiple Groups

The last step we will take in this analysis is an extension of the previous model to 

multiple groups.  We allow each individual’s altruistic utility function to consist only of 

his/her own physical utility and the well-being of the group to which the individual 

belongs.  However, the utility of each group is a function of not only its members’ 
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utilities, but also the utilities of other groups.  For example, consider multiple 

neighboring tribes:  on an individual level, members interact only with their own tribe, 

but the tribes themselves may interact on a macro level through trade, competition for 

resources, warfare, etc.

We will restrict our analysis here to a two-group model.  The utilities are shown in (3.25).  

In this structure, k of the n total individuals belong to group 1, and n-k belong to group 2:

      

      
      

      
          
          

1

2

1 1 1 1

1

1 1 1 2

2

1 1 1 2

2 2 1 1

,

,

,

,

, ,..., ,

, ,..., ,

k k k

k k k

n n n

G k

G k n

U x f u x G x

U x f u x G x

U x f u x G x

U x f u x G x

G x f g x U x U x G x

G x f g x U x U x G x

  


















                                                           (3.25)

Once again, the goal is to be able to express each individual’s altruistic utility as a 

function of the physical utilities.  Using the implicit function theorem, the required 

condition reduces to:

1 2 1 2

1 11 2 2 1

1 1
k n

i i

i i ki i

f fG G G G

G U G U G G  

      
           
                                                           (3.26)

The derivation of (3.26) is in the appendix.  As in the earlier models, this condition rules 

out degenerative situations.  With increasingly complex models, it becomes even more 



www.manaraa.com

78

important to check the existence condition, since violations of it are likely to be much 

less transparent.

Extension to a more general model with m groups is possible.  For the sake of brevity, we 

express the model simply by showing the utility functions for an arbitrary individual i and 

group j:

        
                1 1 1 1

,

, ,..., , ,..., , ,...,
j j

i i i B i

j G j j jk j j m

U x f u x G x

G x f g x U x U x G x G x G x G x 




         (3.27)

where B(i) is the group to which individual i belongs, Ujk is the kth individual in group j, 

and kj is the number of individuals in group j.  Unfortunately, there is no simple existence 

condition for the m-group model.  The interactions among the m groups create the same 

difficulty as we observed earlier in the n-individual model (without groups):  the 

determinant of the matrix of partial derivatives does not reduce to a simple expression.  In 

particular m-group examples with sparse interaction (i.e. most group utilities do not 

directly affect one another), it may still be possible to determine reasonably simple 

solvability conditions.
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3.9     Conclusion

Most individuals clearly incorporate the well-being of others into their own decision 

making, whether implicitly or explicitly.  We make no judgments here about whether this 

is being done for selfless reasons or not.  We simply set out to accurately model the 

preference structures that underlie many people’s decisions.  Altruism is generally not 

incorporated into utility models, largely due to analytical and philosophical complexity.  

A major obstacle in modeling and implementing altruistic utility functions is the often 

complicated dynamic of interdependent utilities that can occur.

In this paper, we have examined the general altruistic utility concept in several different 

models.  We began with a specific (additive) pairwise model, for which we were able to 

compute a specific result.  We then extended this to a general pairwise model, which had 

a simple condition for solvability.  We expanded this to a general n-person GAU model, 

for which we also determined a solvability condition.  We then developed an alternative 

n-person GAU model using the concept of group utility, which simplified the required 

condition, and made it clear that it was not overly restrictive.  Finally, we expanded this 

to a multiple-group model, and showed that we can also determine the solvability 

conditions when two different groups interact with one another.
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We have shown that, in general, incorporating altruism into preference models is not an 

analytically insurmountable task.  It is nearly always possible to resolve the utility 

interdependencies.  We hope that, given these possibility results, further effort can be 

made in the future to develop effective altruistic decision models.  It is also possible to 

extend these results to other settings in which individual outcomes have positive or 

negative externalities, and we would certainly recommend this as an avenue for further 

research.

3.10    Appendix

Derivation of (3.7) and (3.8):

Substituting (3.6) into (3.5) yields:

           1 1 1 1 2 2 2 11 1i i i iU a u a u a U a         

            1 1 2 1 1 1 1 2 21 1 1i i i iU a U a u a u a         

       
   

1 1 1 2 2
1

1 2

1

1 1 1
i i

i

u a u a
U a

  
 

 


  
.

The derivation of (3.8) is similar.

Proof that U1(xi) = U2(xi) requires u1(xi) = u2(xi) in the pairwise additive model:

Setting the expressions for U1(xi) and U2(xi) from (3.7) and (3.8) equal to one another yields:

     
  

     
  

1 1 1 2 2 2 2 2 1 1

1 2 1 2

1 1

1 1 1 1 1 1
i i i iu x u x u x u x     

   
   


     

This can be simplified as follows:
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           
           
   

   

1 1 1 2 2 2 2 2 1 1

1 1 2 1 1 2 2 1 2 2

1 2 1 1 2 2

1 2

1 1

1 1

i i i i

i i i i

i i

i i

u x u x u x u x

u x u x u x u x

u x u x

u x u x

     

     

   

    

    





Thus, U1(xi) = U2(xi) implies u1(xi) = u2(xi).

Derivation of (3.11):

The implicit function theorem tells us that if

 

 

1 1

1

0

0

N

n N

f̂ x ,...,x

...

f̂ x ,...,x





where n<N, then we can write x1,…,xn as functions of xn+1,…,xN if and only if

D = 

1 1

1

1

n

n n

n

ˆ ˆf f
...

x x

...

ˆ ˆf f

x x

  
   
 
 
  
   



has full rank.  (Having full rank is equivalent to being invertible, and also equivalent to having a 
non-zero determinant.)  D is the matrix of partial derivatives with respect to the first n variables.  
If D has full rank, then we can write:

 

 

1 1 1

1

n N

n n n N

x g x ,...,x

...

x g x ,...,x









This is the main result of the implicit function theorem.

In this case, n=2 (U1 and U2), and N=4 (U1, U2, u1, and u2).  We would like to write U1 and U2 as 
functions of u1 and u2.  By moving all terms in (3.9) and (3.10) to the left side of the equations, we 
obtain:

      
      

1 1 1 2

2 2 2 1

0

0

i i i

i i i

U a f u a ,U a

U a f u a ,U a

 

 

The matrix of partial derivatives with respect to U1 and U2 is
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1

2

2

1

1

1

f

U

f

U

   
 

  

.

We can express U1 and U2 as functions only of u1 and u2 if and only if this determinant is non-

zero.  The determinant is    1 2

2 1

1 1
f f

U U

   
       

, or 1 2

2 1

1
f f

U U

   
     

.  Thus, this 

determinant is non-zero provided that 1 2

2 1

1
f f

U U

   
     

.

Derivation of (3.17):

We have n equations of the form shown in (3.16).  There are 2n total variables:  U1,…,Un, and 
u1,…,un.  We would like to express U1,…,Un in terms of u1,…,un.  Per the implicit function 
theorem, we need to compute the n x n matrix of the partial derivatives of the n equations with 
respect to U1,…,Un.  First, we move all terms to the left side of each equation, yielding

            1 1 1 0i i i i i nU x f u x ,U x ,...,U x ,U x ,...,U x   .

The partial derivative of the ith equation with respect to Ui is 1, and the partial derivative with 

respect to Uj (i≠j) is i

j

f

U




.  Therefore, this n x n matrix is:

1 1 1

2 1

2

1

1 1

1

1 1

1

1

1

1

n n

n n

n

n n

n

f f f
...

U U U

f

U

...

f f

U U

f f

U U



 



         
 

  
 
    
  
 

      

 .

As in the pairwise case, the implicit function theorem tells us that if (and only if) this matrix has a 
non-zero determinant, we can solve for U1,…,Un in terms of u1,…,un.

Derivation of (3.20):

First, move all terms in (3.18) and (3.19) to the left side, yielding:
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      

      
        

1 1 1

1

0

0

0

n n n

g n

U x f u x ,G x

U x f u x ,G x

G x f g x ,U x ,...,U x

 

 

 


.

We would like to express U1,…,Un, and G in terms of u1,…,un and g.  Per the implicit function 
theorem, we need to construct the n+1 x n+1 matrix of partial derivatives.  The partial derivative 
of the ith equation (1≤i≤n) with respect to i is 1.  The partial derivative with respect to Uj

(i≠j,1≤j≤n) is 0, since Uj does not appear in any individual utility functions other than the jth one.  

The partial derivative with respect to G is - if

G




.  The partial derivative of the last equation with 

respect to Ui is -
g

i

f

U




, and the partial derivative with respect to G is 1.  Therefore, the matrix of 

partial derivatives is:

1

1

1 0 0

0 1

0 1

1

n

g g

n

f
...

G

f

G
f f

U U

   
 
 
 

  
 

      

 
.

That is, all entries are zero, except for the main diagonal, the rightmost column, and the bottom 
row.  Again, we require that the determinant be non-zero.  However, given this structure, we can 
simplify the expression for the determinant.  A formula for computing the determinant of an m x m
matrix D is:

   i , i
i

sgn D 


  ,

where the σ are all possible permutations of m elements, and sgn(σ) is 1 for even permutations and 
-1 for odd permutations.  (The identity permutation is considered even).  This is often overly 
complex to compute for large matrices.  However, notice that in the matrix above, nearly all of the 

permutations will result in   0i , i
i

D   .  There are only n+1 permutations for which this 

product is non-zero.  The identity permutation yields a product of 1.  The other permutations are 
those which involve only one switch, where one of the elements is the n+1th element (these are 
odd permutations).  When the n+1th element and the ith element are switched, the resulting 

product is 
gi

i

ff

G U


 

(the x’s are omitted for clarity).  Thus, the determinant is equal to 

1 gi

i i

ff

G U




  , so as long as 1gi

i i

ff

G U




  , we can solve for U1,…,Un, and G in terms of 

u1,…,un and g.
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Derivation of (3.26):

Using the implicit function theorem as in the previous models, we obtain the following matrix of 
partial derivatives:

1

1

2

1

3

1

1

1

2

2

1 1 1 1 1

1 2 3 2

2 2 2

1 1

1 0 0 0

0 1 0 0

0 0 1 0

0

0

0

0 0 1

0 0 0 0 1

k

k

n

k

k n

f

G

f

G

f

G

f

G

f

G

f

G

G G G G G

U U U U G

G G G

U U G





   
 

  
 

  
 
 

 
 
 

  
 
 
  

 
          

     
      
    

 







As before, we require that this matrix has full rank, i.e. that its determinant is not equal to zero.  
The determinant can be written as:

   i , i
i

sgn D 


 

Notice that the upper left n x n submatrix is simply the identity matrix.  As in the derivation of 
(3.20), this matrix is sparse enough such that the products associated with most of these 
permutations are equal to zero.  To be precise, there are k*(n-k) + n + 1 non-zero products.  The 
determinant can be written as:

1 2 1 2 1 2

1 1 1 11 2 1 2 2 1

1
k n k n

ji i i

i j k i i ki j i i

ff f fG G G G G G

G U G U G U G U G G     

       
   

             ,

When this expression is set not equal to zero, the inequality reduces to:

1 2 1 2

1 11 2 2 1

1 1
k n

i i

i i ki i

f fG G G G

G U G U G G  

      
           
  .
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